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Abstract 

Today people, exchanging their thoughts through online web forums, blogs, and different platforms for 

social media. In online shopping, they are giving reviews and opinions on other various products, brands, 

and services. Their thoughts towards a product are do not only purchase decisions of the consumers but 

also improves the product quality about their requirements and find out the product's particular problem 

and get an excellent solution on that product. The present system concentrate on the peer-reviewed review 

model (User-generated review) and global qualification i.e., rating and, tries to classify the semantic 

aspect and emotions at the time aspect level from the data to investigate general sense feel of the reviews. 

SJASM represents each review document in the format of opinion pairs and, along with simulating the 

terms of appearance and the corresponding opinion words of the study, consideration for the hidden 

aspect and the sentiment detection. The current system is designed as a recommendation system 

Physiological Language Processing (NLP) Technique to read reviews and using Naïve Baye's 

Classification automatically. We have also extracted the thoughts of the product characteristics. Here 

admin can analyze the opinion pair that actually what is defect in the finished product so in future the 

market of that product will increase. This system to extract product aspects and corresponding opinions 

from consumer ratings on the internet. Different machine learning algorithms are discussed in Naïve 

Bayes is considered in order to classify of sentiments, and variables such as precision, recall, F-score, 

and accuracy are used to assess a classifier's performance. 

Keywords: Aspect Based Sentiment Analysis, Naïve Bayes Classification, Natural Language 

Processing, and Supervised Joint Topic Model. 
 

1. Introduction  

In general, are there varying levels of granularity 

of thoughts and opinions? This is the sentimental 

pressed in a complete text, for example, a revision 

document, or a sentence, general sentiments. The 

task of analyzing the public views, ideas, feelings, 

the views of the reader has generally been 

formulated as a system of classification problem. 

Sentiment analysis based on aspect typically 

consists of two main functions: One is to detect the 

semantic aspect hidden by cretin texts, and the  

 

other is to identify good feeling expressed in 

aspect. Machine learning algorithms are used to 

analyze sentiment and mine opinions offer a great 

possibility in automating the procedure for 

collecting information, processing, and making 

sense of the information. Sentiment Analysis is a 

method of analyzing people's feelings process of 

extracting opinions that have different polarities. 

By polarities, means positive, negative, or neutral. 

Opinion mining and polarity detector are two 

terms for the same thing. Using sentiment analysis 
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as a tool, you can find out the character of opinion 

that is reflected in documents, websites, social 

media feeds, etc. Sentiment Analysis is a method 

of analysis of classification where the information 

is classified into different classes. These classes 

can be binary in nature (positive or negative), or 

they can have multiple categories (happy, sad, 

angry, etc.). A process of extracting and 

understanding the sentiments define in the 

document and it's a text classification method that 

examines a document and determines the 

underlying viewpoint (e.g. positive or negative). 

We can consider the underlying emotion of a 

product review by using sentimental analysis, 

which can predict the customer’s future 

purchasing, and it quantifies. The product reviews 

and thus makes them easy to be examined. In a 

world wherever we tend to produce a pair of large 

integer bytes of knowledge each day, The use of 

sentiment analysis has grown in popularity vital 

tool for creating a sense of that knowledge. This 

has allowed firms to induce key insights and 

automatize all quiet processes. Machine learning 

and natural language processing ways to extract, 

identify, or otherwise characterize the sentiment 

content of a text unit. In this system supervisor call 

instruction the sentiment expressed during a whole 

piece of text, e.g., review document or sentence, 

overall sentiment. Analyzing general feelings of 

text is usually developed as classification 

downside, e.g., classifying a review document into 

a favorable or unfavorable viewpoint. Sentiment 

classification goes under different names, 

including opinion mining, sentiment analysis, 

sentiment extraction, or effective rating.  

1.1 The Benefit of using Machine Learning 

1. Handling a Large Amount of Data- Machine 

Learning has the ability to process a large 

amount of data at different times. 

2. Real-Time Analysis- Data is given in real-time 

due to the processing speed of Machine 

Learning. 

3. Objectivity- Machine Learning has the ability to 

impress the objective of that sentimental 

analysis. 

1.2 Motivation 

Growing interest in sentiment analysis at the 

aspect stage, where one aspect represents a special 

textual aspect of an object commented for text 

documents. It generally represented a hidden group 

of high-level related keywords. The analysis 

depends on the aspect level consists of two main 

activities  

1. To detecting hide semantic aspects from given 

texts. 

2. To identifying fine-grained sentiments 

expressed for towards aspects.  

For that intention, this system motivates to propose 

SJASM to deals with the problems in one go under 

a unified framework.  

2. Related Work 

In this section, present the different approach and 

techniques given by different authors regarding 

Sentiment Analysis for Product Reviews Based on 

Aspects. Machine learning approaches are used to 

collect knowledge from consumer feedback shared 

online. The primary focus is on to label a feature-

wise score for each product depending upon the 

individual to study [1]. A web-based framework 

for suggesting and comparing online goods. They 

read reviews using natural language processing 

and determined the polarity of reviews using Naive 

Bayes classification. They also extracted product 

feature feedback as well as the polarity of certain 

features. They visually show the consumer which 

of two items is better based on a variety of factors 

such as star ratings, review date, review 

helpfulness ranking, and review polarity [2]. 

Opinion Mining, also known as Sentiment 

Analysis, is a Natural Language Processing and 

Information Extraction task that determines the 

user's thoughts or viewpoints, which are expressed 

in the text as positive, negative, or neutral remarks 

and quotes. Various supervised or data-driven 

techniques to Sentiment analysis like Naïve Byes, 

Maximum Entropy, and SVM. Using a support 

vector machine (SVM) for classification, which 

considers sentiment classification accuracy as well 

as sentiment classification accuracy[3]. The 

machine recognizes that the input from the social 

network was not used explicitly in the opinion 

mining algorithm. The methodology proposed in 

this paper can be applied to both internet 

marketing and advertisements. The computational 

treatment of opinion, emotion, and subjectivity has 

gotten a lot of press lately, thanks to its possible 

applications [4].Given a representative set of 

words for each class (i.e., a lexicon), they create a 

representative document for each category 

containing all the suggestive words. They develop 
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a useful framework for incorporating lexical 

knowledge in supervised learning for text 

categorization. The distributions from these two 

models are then adaptively pooled to create a 

composite multinomial Naive Bayes classifier that 

captures both information sources [5].  The 

sentiment of a sentence may vary in different 

contexts. They propose a novel method for 

sentiment classification based on CRFs in response 

to the two unique characteristics of “contextual 

dependency” and “label redundancy” in sentence 

sentiment classification. They try to capture the 

contextual constraints on the sentence sentiment 

using CRF. Extracting these subjective texts and 

analyzing their orientations play significant roles 

in many applications such as electronic commerce 

etc. [6]. The function of four types of basic 

linguistic information sources in a polarity 

classification scheme is then investigated. 

Incorporating dependency-based information or 

filtering objective materials from feedback using 

our proposed approach, on the other hand, yields 

no additional efficiency improvements. The aim of 

polarity classification is to determine whether a 

review is positive or negative. To date, the bulk of 

work on document-level sentiment analysis has 

concentrated on polarity labeling, with a collection 

of feedback to be categorized as data [7]. 

3. Proposed Approaches 

Build a modern paradigm of sentiment analysis 

and shared aspect monitoring (SJASM) for this 

method that can handle the study of sentiments 

based on aspects as well as the analysis of general 

sentiments in a single context. SJASM represents 

each review document in the form of pairs of 

opinions. It can simultaneously the terms of 

appearance and the review's accompanying 

opinion terms for the secret element and the 

identification of emotion. It also uses global 

sentimental classifications, which often come 

online, such as data monitoring, and can infer 

semantic aspects and emotion from appearances 

that are not only significant, but also predictive of 

general revision feelings. Design a 

recommendation system; mostly recommendation 

system generates a cold start problem. This 

method uses collective methods to solve the 

problem. 

 
Fig.1. System Architecture 

There are several steps to collecting the dataset 

and then analyzing the data. 

Phase 1: Pre-Processing 

Data Pre-processing, is the information is 

processed beforehand to remove errors and 

improve efficiency and accuracy by using 

tokenization- the procedure for breaking a text 

stream into words, symbols, phrases. Stop Words 

Removal is removing the word like is, are, they, 

but, etc. stemming remove suffix and prefix. 

A. Stop Word Removal: - There are a number of 

meanings in these texts, but they are largely 

useless because they are used to connect terms in a 

sentence. It is generally understood that stop words 

do not have a contribution context or content in 

records with text. Stop words are very regularly 

used common words like ‘and’, ‘are’, ‘this’ etc. 

They are not helpful in the classification of 

http://www.rspsciencehub.com/


www.rspsciencehub.com  Volume 03 Issue 07S July 2021 

    

International Research Journal on Advanced Science Hub (IRJASH) 57 

 

documents. So they must be removed. We may 

remove stop words from the text review by making 

a list of them. 

B. Tokenization: - Tokenization is the procedure 

for breaking a stream of convert text into words, 

phrases, symbols, or other significant elements 

called tokens. This technique removes Special 

characters and images. Like that; #, *, $, @ etc. 

C. Stemming Remove: - Stemming is the process 

of conflating the variant forms of a word into a 

frequently represent stem. This algorithm method 

is called semantic equivalence, and it reduces 

different ways of doing the same thing to 

reciprocal agreements. This technique removes 

suffix and prefix and finds the original words. 

For E.g.; 

Table.1. Stemming Remove 

Form Suffix Stem 

Plays -s Play 

Played -ed Play 

Playing -ing Play 

Studies -es Study 

Studied -ed Study 

Phase 2: Feature Extraction 

Extracted ratings and review, and concern score of 

each review. Here, the characteristics, of instance, 

positive aspect, negative aspect, n-grams, and part-

of-speech tag from the pre-processed; data are 

extracted. 

A. Part of Speech (POS) 

Part of Speech tagging looks for relationships 

within the sentence and assigns a corresponding 

tag to the word. The common POS tags are nouns, 

verbs, adverbs, adjectives, etc. This labeling is a 

crucial stage in the data pre-processing process; as 

a result, the required features are identified and 

extracted easily. It uses different combinations of 

letters for each part of speech.   

For example: - i. everyone - Q+N,  

                  ii. They, their - PRO,  

            iii. Wh-determiner – WD. 

Phase 3: Sentiments Analysis 

Sentiment analysis, also known as viewpoint pair 

analysis, is one of NLP's most important 

functions. Users' data were used for online product 

ratings. 

Phase 4: Classification 

Product users review comments in relation to 

materials and then classifying them users check to 

sing classification algorithms by the Nave Bayes 

Algorithm used. The contents of each review were 

analyzed to extract the mention for product 

characteristics and if the review about that feature 

was positive or negative. 

Phase 5: Train Classifier 

After calculated the average by using TF-IDF, The 

amount of positive and negative reviews was 

tallied. Feature-based pros and cons are counted. 

After that, based on rating, and reviews calculated 

a product score. 

Phase 7: Recommend 

A brief description of ratings, reviews, etc. is 

displayed to users, and the high-scoring product is 

recommended to the client.  

4. Algorithm And Mathematical Model 

4.1 Mathematical Model 

1. Mapping Diagram 

 

 
Fig.2. Mapping Diagram 

 

Where,  

Rv,Rvn= Number of Reviews given by the user.  

r, ….., rn= No. of Ratings given by the user.  

S= System  

SA= Sentiment Analysis.  

 

2. Set Theory 

     

  S = {s, e, X, R, P, Y, φ}  

Where, 

S = Set of system  

s = the programmer begins. 

• Register to system.  

• Login to system.  

X = input of the program  

X = { Rv…..Rvn , r…..rn }   

Where,  

Rv,Rvn = User gives number of reviews to aspects.  

R, ….., rn = No. of ratings given by user to 

particular aspects.  
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P = Process of the program,  

Aspect/Feature Extraction Collection of M review 

documents,  

D= {d1, d2, d3………..dm} List for opinion pairs N,  

dm = { <t1,o1>, <t1,o1>, ……….., <tn, on>}  

Step 1: d for document  

Step 2: w for word and way is each w in d  

Step 3: t for topic, it computes two things p (topic 

t | document d) = the proportion ratio. The number 

of words in document d that are currently assigned 

to topic t, and Mean while p (word w| topic t) = the 

proportion of assignment to topic t over all 

documents ratio that come from this word w. 

Reassign w a new topic, where we choose topic t 

with probability- 

  p (topic t | document d) * p (word w | topic t). 

  

4.2 Algorithm 

1. Naïve Baye’s:- 

Bayesian naive Bayes is a kind of Bayesian 

model probabilistic classification method on the 

basis of Bayesian theorem. It predicts enrollment 

probabilities for every class, and the class’s 

highest probability will be taken as the case could 

be class. Aspects of the Naive Bayes classifier are 

unrelated to one another. For text classification, 

Nave Bayes classifiers have become especially 

popular, and they can also be used to detect spam. 

The probability of predicting a sentiment of the 

particular aspect’s sentiment in a given sentence 

is obtained by the following rule. 

P (Sentiment | Word) = P (Sentiment) P (Word | 

Sentiment) / P (Sentence) 

This algorithm was created by applying the rule 

for categorizing feedback as positive or negative, 

which will be used in determining whether a 

review is positive or negative. 

Input: - Post. 

Output: - A predicated class review. 

Step 1: Take Reviews. 

Step2: Train Review set 

 Step 3: Preprocess the Review. 

Step 4: Extract the Review 

Step 5: Pass to Naïve Baye’s Class. 

Step 6: Get positive & negative according to 

specify its dictionary. 

Step 7: Get Max Score and declare as positive & 

negative. 

Step 8: Predicted Class of all Aspect.   

2. TF-IDF Algorithm:-   

The TF-IDF score is term Iij is calculated by the 

Term Frequency & Inverse Document Frequency. 

The TF & IDF is the fundamentals of the most 

outstanding general term weighting system in IR.  

TF-IDF = TF (Term Frequency) * IDF (Inverse 

Document Frequency) 

TF:- TF measures the frequency of a term (t) in a 

document. It is given by- 

  n i, j 

 tf i, j =                                  (1) 

∑k n k, j 

Where, 

ni, j:- frequency of occurrence of ti in document dj 

∑k nk, j:- the sum of the frequency of all words in 

dj 

IDF:- TF gives equal importance to all words but 

IDF Measures how important a word is IDF can be 

computed using given below-     

        

             | D | 

idfi =  Log                                                                (2) 

     | {d ; d €  ti} | 

Where,  

D: Total Number of Documents 

d: Number of documents containing ti. 

 

 

5. Result 

5.1 Performance Metrics: Accuracy 
The model evaluation metrics used in this research 

paper are accuracy, precision, recall, and F1 score, 

which are consistent with those used in other 

studies. The below are the estimation parameters:  

(1) TP: the number of positive merchandise 

feedback that are classified as positive 

(2) FP: the number of comments that classify 

negative product comments as positive.  

(3) TN: the number of negative comments 

classified as negative comments.  

(4) FN: the number of responses that are classified 

as positive merchandise reviews as negative.  

(5) Accuracy: the proportion of comments that 

were accurately estimated to the total number of 

comments. 

𝐀𝐜𝐜𝐮𝐫𝐚𝐜𝐲 =
    TP+TN      

TP+TN+FP+ FN 
                                (3) 

  

True Positive: Users predicted as “recommend” 

and “recommend.” 

True Negative: Users predicted as “not 

recommend” and actually “not recommend.” 
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 𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 =
 TP 

TP + FP 
       𝐑𝐞𝐜𝐚𝐥𝐥 =

 TP 

TP + FN
       (4) 

 

𝐅𝟏 =
   2 ∗ Precision ∗ Recall 

Precision + Recall 
                              (5) 

 

  Actual 

  Positive Negative 

Predictive 

Positive True Positive False Positive 

Negative False Negative True Negative 

 

Fig.3. shows result analysis of a specific type 

product. The X-axis represents the product, and Y-

axis represents the Positive & Negative reviews in 

percentages (%).  

Fig.3. Graph (Result Analysis) 
 

Conclusion 

This method is based on online modeling of 

information provided by review users, and it 

detects secret facets of the semantics and feelings 

about the component, as well as predicts general 

reviews' assessments/sentiments. These systems’ 

new supervised model to address unique problems 

based on a common paradigm. SJASM handles 

audit documents as a pair of views, which can 

form the terms of appearance, and the equivalent 

words of the opinion by revisions for the semantic 

part, and the acknowledgment of the opinion, and 

address this issue using teamwork techniques. 
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