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Abstract
In today’s world, everyone is preoccupied with work and other activities, leav-
ing little time to visit doctors about illnesses that may appear to be minor at
first but develop into life-threatening conditions as time passes. As a result, the
proposed model accesses a public repository that maintains numerous symp-
toms and their possible diseases as a matrix for early disease prediction and
prevention. Symptoms are received from the user and fed into the embed-
ded blending algorithm to estimate the type of disease. The patient’s records
are collected from the several hospitals and the resulting massive volume of
data, which results in inefficient prediction model using the machine learning
approaches. Since the proposed model is a combined approach of training
mechanism, it can reduce the number of accessing records in every step. Tra-
ditional approaches like bagging and boosting construct more number of deci-
sion trees because of the vast amount of data. This results in the utilization
of more number of resources and sometimes CPU enters into saturation state.
The proposed system solves this problem by using optimized parameters for
tree construction and reduces the memory and resource utilizations.

1. INTRODUCTION:
Machine Learning is defined as a subset of artifi-
cial intelligence that is primarily concerned with the
development of algorithms that allow a computer
to learn on its own from data and previous experi-
ences (Silpa et al.). When a machine learning sys-
tem receives new data, it predicts the outcome using
the prediction models it has built using historical
data. The amount of data influences the accuracy of
predicted output because a massive volume of data
helps to develop a more accurate model that fore-
casts the output more accurately. The algorithm for
machine learning is explained in the figure 1.

1.1. Blending Model
Ensemble learning algorithms are used for better
performances in machine learning in this blending
is one of the models (Tran et al.) . Blending is
the extension of the stacking method. This model
combines thousands of prediction models which are
described with stacking models. Here the meta-
models are fitted using multiple predictions with
a holdout validate datasets (Loddo, Buttau, and
Ruberto). To predict the models the functions need
to be included for training related models and per-
forming predictions for generating new data. Logis-
tic and linear regression techniques use the blending
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FIGURE 1. Block Diagram of Machine Learning

models mainly for the prediction of true or false val-
ues or ones or zero. The process generally creates a
base mode that can be anything that can classify or
regression issue-solving techniques. Now recall is
performed for fitting the training dataset to the base
model. The meta-model is fitted in predictions gen-
erated by every base model in the holdout dataset.
Initially generate the list of models & fit them in
the training datasets. These provide the predictions
to provide the inputs for the blending methods for
the final output. Hence this method is mainly for
increasing accuracy.

2. LITERATURE SURVEY:

Many methods has good efficiency to deal with sin-
gle disease identification and predict them Akkem
Yaganteeswarudu (“2020 5th International Confer-
ence on Communication and Electronics Systems
(ICCES)”) introduced multi identification decease
technique using python library files and machine
learning techniques. In python the flask API has
tensflow is used and in machine learning the five
method is used for better performances. In python
the picking method is used for saving the model
attention. The responsibility of the method is to
mortality ratio decreased in prediction of diseases
based on the patient conditions. The dataset contains
diabetes data was collected from the Pima Indian in
Germany hospital. In the ML method considered
a diabetes images related to retina are used. For
this tensorflow CNN is used for designing the model
for test and train sets. The process starts with pre-
processing, selecting the models, behaviour is iden-
tified using picking model in python, designed the
Flask API. Now decide the disease type where a per-
son contain disease will find if patient is diabetes or

not. If yes pickle files are loaded if not identify the
retino diseased person. Follow this process for heart
and cancer patients identification. Now if a person
is not diseased then decide the patient is healthy fea-
ture and check the corresponding python file and
return. Finally, the process end with asking user
about the other health related to predict. Retrieving
multiple diseases for every single patient can reduce
the cost of analysis. Hence the proposed method has
achieved 91% of accuracy.

K. Arumugam et al (Arumugam et al.) wanted
to predict the multiple diseases related to a sin-
gle patient using machine learning techniques. So,
three different are chosen SVM, Naı̈ve Bayes, and
DT among these DT has achieved high efficiency
and low error rate. The author has chosen diabetes
patients affected with heart attacks. As discussed
the three approaches has been used let’s know about
naı̈ve bayes is dependent upon the conditions where
if the certain conditions works then only the next
process is followed. Independent variable is the
assumption where as every variable need to be com-
puted. In the SVM approach achieves the issues
in huge prediction of kernel learning. The per-
formances of the data is high at linear and vice
versa process with good scaling process compared
to many other classifiers. Margining the +ve and -
ve error rate are main classification in this method.
The kernel function is used for non-linear tech-
niques with five different methods for mapping huge
dimensional space to discart non-separable issues.
The DT is a tree structure data holds root and leaf
nodes which are connected with links or also called
as branch. Based on conditions the tree is designed.
The DT holds most complex method the C4.5 for
mining which is related to profit ratio. Based on
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three concepts the method is declared as the best i.e.
missing values handling, less memory, features con-
tinuation, and functioning. Hence the DT method
has achieved 90% of accuracy.

Indukuri Mohit et al (Mohit et al.) consider the
issue related to patient disease which is neglected
because of frequent check-ups. The author works
on heart cancer patients having diabetes in their
report too. Here the ML methods are used for
the prediction of disease from patient reports and
their previous addresses to the hospitals. Three
approaches have been used i.e. LR, SVM & KNN
these approaches also include three different dis-
ease detections. The team of authors has devel-
oped a web-based testing app for verification of the
approach. The collection of data was from three dif-
ferent areas heart, Pima Indians, & Wisconsin con-
sidered from the Kaggle & UCI. Now the data need
to be cleaned, removed, etc. in the pre-processing
stage which includes different methods in it. Then
data need to be partitioned for training and testing
purposes which are applied to predicting the dis-
eases using the ML methods. Each method holds the
k-values for prediction and calculates the distance
metrics. Finally, the data collects the best accuracy
from the metrics. Hence the LR has proven the best
accuracy in every dataset with 94.55%.

Identifying different patients’ conditions based on
the input provided by them is the main responsibil-
ity chosen by Anuj Kumar et al (Kumar and Pathak)
using machine learning approaches. Four kinds of
methods that are related to supervised learning tech-
niques are used for the prediction of diseased con-
tent. The responsibility regarding the approach has
provided timely diagnoses based on the condition of
the patient. Here the author considered five symp-
toms related to the patient and those are applied to
the ML methods for predicting the stage or condi-
tion. The process of the proposed method is by
collecting data from different sites. The complete
dataset is in binary format so, it’s easy to identify by
the system. This data is divided randomly and split
into train and test sets for further processing. As
known four methods are performed on the trained
data and then send the learned data to a model.
This model is a combination of the ML methods
and tested models. From these metrics, the perfor-
mances need to be evaluated and the diseases are
identified based on patients’ symptoms. The perfor-

mance of the method is high in Naı̈ve Bayes with
95.21% of accuracy. Even though the remaining
methods also achieved high performances with only
a change of .10% of differences.

A patient may have multiple diseases with dif-
ferent conditions so, Rudra A. Godse et al (Godse
et al.) has collected the majority of the information
from the related doctors. The author has built web-
sites that are user-friendly and can be used for any
kind of situation for a patient. To design this method
python and ML methods have been chosen. The
structure of the approach is the collection of data
from different hospitals and then pre-processing
them accordingly, for training and test purpose. This
data will be processed for ML approaches and cre-
ate the best model from those including the tested
dataset. For every section, the tested data is pre-
processed because of new user details. As known
an app is built the infrastructure of the process is
the user & application where initially login to the
application and enter the symptoms related to the
user. Based on the given data the database gets acti-
vated and performs the matching of the symptoms
and returns it to the screen. If any other different
disease is identified then a searching process is seen
in the ML model and returns the probability of dis-
eases through the list format. In addition to this, a
user can answer any of the sub-queries. Hence the
performances of the data are good and efficient.

3. PROPOSED METHODOLOGY:

The proposed model uses the blending model
for detection of diseases based on the symptoms.
Blending is the extension of the stacking which
uses the training data for the classifier and sends
the output variables for the classifier and results are
obtained. Here there are two levels ground level that
is considered as zero and the followed layers are
considered as the 1,2,3. . . . . . etc. The data is used
in multiple ways financial, emotion recognition, and
security in computers. For decision making in finan-
cial sector for predicting the failures related to the
business cruciality. It has good ability to realize
the out stocks for marketing manipulations. Sec-
ond, many industries are dependent on the reviews
and performances of their company search. This is
the best recognition for the speech-based content.
Third, security is the major issue for every one who
is using social networks. In this, three methods
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TABLE 1. Analysis on Existing Approaches
Author Algorithm Merits Demerits
Akkem
Yagan-
teeswarudu

Tensorflow, ML
methods

Identifies multiple diseased
person condition in low cost.

May be NLP can be used for
data reading.

91%

K.
Arumugam
et al

Naı̈ve Bayes,
SVM, Decision
Tree.

DT is considered as the best
method

Validation technique can be
used for better results.

90%

Indukuri
Mohit et al

LR, SVM, KNN Data partition has achieved
good performances

An additional pre-propagation
technique needs to be initiated.

94.55%

Anuj Kumar
et al

DT & RF Creating a model for
combining test & trained data
is efficient.

The methods need to be
improved by unsupervised
technique.

95.21%

Rudra A.
Godse et al

KNN, DT, SVM,
Naı̈ve Bayes.

Generating medication is the
best part.

Always the system need to be
trained for every report.

97%

are present malware detection which can classify
with codes related to the ML methods. Provides the
best results based on the blended ensemble models.
Second, intrusion-based detection will help them
by reducing the errors with low-rate successions.
Third, Denial services main issue in the security
of many companies by using blending method can
combine the single classifier which can decrease the
error completely by detecting and discrimination in
every attack. The proposed model uses CAT boost-
ing and Logistic Regression algorithm in blending
process.

3.1. Logistic Regression

Logistic Regression is one of the best machine learn-
ing methods which is implemented based on the
supervised learning approach. Based on the inde-
pendent variables a set of dependents is obtained
with the predictions. The values are retrieved with
zero’s or one’s format these values are known as
probability. The differences between logistic and
linear are similar. This mainly solves the regres-
sion issues but not the classification. Whereas lin-
ear only solves the classification issues. Here the
graph is shown in the form of “S” and only pre-
dicts two values. The values are designed based
on weights. And if the condition is the major set
of connecting the variables. Here it uses sequences
and discrete-valued datasets. The predicted models
are converted as regression in these techniques, it is
generally used for sampling. Sigmoid is the func-
tion used in the LR which is used for the mapping of
the predicted variable to probability. The threshold

values are used related to 0 and 1.

3.2. CatBoost Architecture:

Catboosting is part of the gradient boosting tech-
nique responsible for dealing with machine learn-
ing methods. The method can automatically handle
the features according to the categories. This can
many resolves the issue related to the classifications
and regressions. This method was recently intro-
duced by Russia in the engineering department. This
technique is famous for designing strong learning
values from weak variables or learners. Catboost-
ind is used in ranking, recommended systems, etc.
It was designed based on the tree structure which
was mainly used in decision trees. One hot encod-
ing is one of the handling techniques which is used
for categorical data. Based on the targets the data
is categorized and tackled with the group of fea-
tures. To calculate the target statistic can handle four
features hold out, greedy, ordered, and leave one.
This method mainly uses the ordered target values.
This method can be used in two coding techniques
Python and R. Parameter tuning is applied to the
usage of already available parameters for reducing
time.

4. RESULTS & DISCUSSION:

Any machine learning algorithm performance is
computed based on the following metrics

Precision is an actual prediction which is divided
based on the total predictions created by the method.
Suppose the data has predicted seven persons related
heart disease out of 10 but, with prediction, it will
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FIGURE 2. Block Diagram for Proposed Model

only acquire only three this value will be divided by
total predictions, and output is derived. The recall
is dependent upon the true-false values and positive
negatives. The calculation is treated based on the
total number of acquired true positives divided by
the values depending on the total tp and fn. Accu-
racy is defined by the complete number of correctly
classified values which is divided by the complete
number of classifications. Compared to fp, fn only
fp is most required to address. It is just used for
the classification of values based on if or not. Here
it calculates the tpr and fpr values. F1-Score is a
weight combination of precision and recall. It con-
siders two types of values fp and fn. This method
is higher than accuracy which is not class is not dis-
tributed unproperly.

Figure 3 represents the transformed values of the
categorical elements in the dataset. During the data
cleaning process, the proposed model transforms all

the symptoms into the numerical values to quicken
the prediction approach.

FIGURE 3. Data Transformation of Symptoms
using Pre-processing Approaches

FIGURE 4. Learning Process of CAT Boost
Algorithm

Figure 4 represents the feature engineering pro-
cess on the symptoms using the CAT boost algo-
rithm, which presented that only symptoms are suf-
ficient out of 37. This process helps the memory to
save the data with less utilization.

The proposed model uses the multi classifica-
tion dataset with nearly 42 diseases representing the
class labels. Figure 5 represents the one versus one
matrix representation of all the possible class labels.

The model to prove its efficiency in terms of accu-
racy, it compared the proposed output with the mod-
els studied in the literature survey single approaches
in traditional have almost obtained nearly 90% but
the proposed has achieved 98.01% while the ensem-
ble approaches lies between in 95 to 97 %. In the
figure 6 X-axis represents the approaches while y-
axis denotes accuracy metric.
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FIGURE 5. Confusion Matrix of Blended Model

FIGURE 6. Analysis over Accuracy

5. CONCLUSION :
The proposed model has taken the dataset with 42
diseases ranging from normal to severe with max-
imum of 17 symptoms to identify the disease. In
this paper, the model has implemented the blending
model in which one algorithm is categorical boost-
ing because all the attributes in the dataset are cat-
egorical in nature. Using this algorithm, the model
learns the features that are similar with other dis-
eases. This constructs an augmented dataset; this is
passed as input to the logistic regression with Gaus-
sian distribution because it has the ability to find the
probability of each symptom in finding the disease
accurately. When compared to ensemble approach
the accuracy of the model is improved by +1.2%.
In future work, the model is extended to neural net-
works with attention model because medical fac-
tors are more associated with time series transfor-
mations.
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