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Abstract

Our lives are being significantly impacted by the rapid development of wire-
less technology and mobile gadgets on this day. The digital economy demands
that services be developed almost instantly while also paying close attention
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CNN: gather reasonable input on customer behaviour, comprehend their clients, and
maintain ongoing contact with them. But it’s not an easy task to keep a record
of each and every customer’ feedback on a daily basis. Also, everyone is not
intended to provide clear feedback whether the product was satisfactory or not.
It is a very difficult and time-consuming task to analyse the data collected man-
ually. Companies need automation of customer feedback processing in order
to quickly use the data that has been collected and analyse consumer feedback.
To proceed with the problem and through much research we came across a
solution, Emotica.Al, an emotion recognition system which can overcome this
situation in real time. Emotion recognition plays an important role in building
interpersonal relationships. Speaking, making facial expressions, gesturing,
or writing are all ways that people directly or indirectly convey their feelings.
Now that Al has mastered the power of learning, it is capable of treating any-
thing just like a human would. The proposed model is built with Haar-Cascade
Algorithm and classified with CNN and is able to recognise the emotions of
multiple faces in a real time scenario. Accuracy of this model is around 76%
is achieved for seven emotions on a real -time basis. Our goal is to develop a
real time implementation of an emotion detection system with better accuracy
and make it more reliable for businesses and other purposes.

Real time

1. Introduction reliably identify them even after substantial break-

Facial expressions are visible indications of a per- throughs.

son’s emotional and mental state, goals, personal-
ity, and probable psychiatric disorders. They oper-
ate as a channel of communication in social situa-
tions. It has seen significant advancement in recent
decades after years of study. Because of the diverse
and varied nature of expressions, it is still difficult to

OPEN ACCESS

Emotica.Al is an Al system that permits a pro-
gram to “examine” the sentiments on a human face
by utilizing sophisticated image dispensation. Busi-
nesses are experimenting with employing sophisti-
cated algorithms and image processing methods to
analyse films or photos of people’s faces in order
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to better comprehend their emotional states (X. Li
and Huang) . These methods have substantially
advanced over the past ten years, which has led to
the creation of software that is quite good at iden-
tifying emotions. In addition to recognizing basic
emotions like happy, sad, surprise, anger, etc. based
on a person’s facial expressions, emotion detection
software may also spot ’micro expressions” or small
body language clues that researchers say might
betray a person’s sentiments unknowingly (Haque,
X. Li, and X. Li) . By gathering data on con-
sumers’ emotions and preferences using cutting-
edge face recognition technology, businesses can
better understand their target audience. This data
may then be utilised to tailor their offers to bet-
ter match their consumers’ requirements and aspi-
rations, while also evaluating the efficiency of their
marketing and customer service tactics (Soni and
Khanna) . In the end, this may result in higher client
satisfaction and corporate success. This may pro-
mote creativity, aid in the creation of new products,
and cultivate a foundation of devoted customers.
The algorithm categories the same person’s facial
expressions according to their fundamental emo-
tions, which include anger, contempt, fear, happi-
ness, sorrow, and surprise. By utilizing multiple
methods, including eye gaze tracking, facial expres-
sion detection, and cognitive modeling, this sys-
tem’s primary goal is to enable effective interac-
tion between humans and machines (Sarode and
Nimbhorkar) . The system’s goal is to improve the
human-machine interface by allowing the machine
to better comprehend the user’s intents, emotions,
and preferences and respond in a more natural and
intuitive manner. Here, facial emotion recogni-
tion and categorization can be a practical technique
for promoting organic contact between people and
robots. Machines can better grasp human emo-
tions and intentions by analysing facial expressions,
enabling more intuitive and individualised interac-
tions. (Y. Li et al.) This can be particularly beneficial
in applications such as virtual assistants, online cus-
tomer service, and other forms of human-machine
communication. The intensity of facial expressions
varies from person to person and is also influenced
by factors such as age, gender, and the size and
shape of the face. Additionally, even the expres-
sions of the same person can vary over time. How-
ever, recognizing facial expressions is a challenging
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task due to the inherent variability of facial images
caused by factors such as variations in illumination,
pose, alignment, and occlusions (Smith) . There
have been many surveys on facial feature represen-
tations for face recognition and expression analysis
that address the challenges and possible solutions in
detail.

2. Literature Review

In this section we will discuss the previous work
done in this field. As discussed, Emotion recog-
nition systems (ERS) aim to detect and clas-
sify the emotional state of a user during inter-
action with a computer system. To proceed
with our model, we went for various researches
i.e.,provides an application of feature extraction
of facial expressions with a combination of neu-
ral networks for the recognition of different facial
emotions using Luigi Rosa’s Eigen Expressions
for Facial Expression Recognition simulator with
an accuracy of 97%. (Goshvarpour, Abbasi, and
Goshvarpour) (Agrafioti, Hatzinakos, and Ander-
son) (Rattanyu and Mizukawa) achieved an accu-
racy of 80-100% using ECG model using different
classifiers i.e., KNN, SVM. There are several draw-
backs with the proposed systems i.e., first it works
on existing dataset not on the real-world problems.
Second, it is unable to measure emotions. Third,
there is no GUI provided to give a real time out-
look. The major aim of Emotica.Al is to work as a
feedback system for people dynamically. The GUI
solves the real-life emotions dynamically, it is not
required to check the stored data (Chowanda) . The
proposed is also able to store new emotions by cre-
ating a new class and get trained according to that.

3. Problem Statement

Companies get massively charged for the feedback
& survey services offered by the third-party com-
panies, which excludes the smaller companies from
getting these facilities. Poor user - feedback ratio of
products results in lack of reviews and thus lack of
proper R & D related to the problems faced by the
customers. User Privacy is a major concern while
using facial recognition technology.

4. Motivation

Large corporations make huge investments to get
feedback and surveys for their product satisfaction.
Such corporations spend huge amounts of money.
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If we will be able to provide our stakeholders with
a system which can track the emotions of their cus-
tomers automatically, then we can hear the real voice
of their customers, whether they are actually satis-
fied (Majumdar and Avabhrith) . It can easily bene-
fit by monitoring customer behaviour to their prod-
ucts or staff service by using emotion recognition
systems (Kokate and Kadam) . This can give them
proper data to improve their products and services
and optimize their business model accordingly.

5. Objectives

The objectives of the system development are as
follows-

e To give businesses a more effective and effi-
cient means to comprehend their consumers’ pref-
erences and wants, a facial expression recognition
customer feedback system should be created. With
the use of this system, businesses may learn more
about the opinions of their clients and utilise that
knowledge to enhance their products and services.

e  The second objective of the system devel-
opment is to acknowledge the sellers about which
product is being chosen by the customers more in
a dynamic environment. This information can help
sellers to improve their marketing strategies and bet-
ter understand their customers’ preferences.

e Providing real-time feedback without requir-
ing consumers to complete any forms or surveys
may be a more effective and easy approach to get
customer feedback, which may ultimately save time
and effort for both customers and merchants.

° To assist small companies and industries
in obtaining insightful client feedback that would
enable them to enhance their goods and services and
develop in the marketplace.

6. Methodology

The system is designed to recognize human faces
and classify facial expressions into seven basic cat-
egories. The supervised learning approach involves
training the system with a large dataset of images
labelled with the corresponding expression cate-
gories. During the testing phase, the system is eval-
uated on new images to assess its accuracy and per-
formance in recognizing facial expressions.

6.1. Video Acquisition

Videos used for the Emotica.Al System are real-
time or dynamic and captured using a camera. The
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camera resolution can vary. If the frames in the
videos are of low resolution, then it gets upscaled
if it’s of higher resolution then it is downscaled to
1920*1080 pixels.

6.2. Pre-Processing

Image pre-processing is a crucial step in facial
expression recognition to ensure that the images
are standardized and noise-free, so that the sub-
sequent feature extraction and classification steps
can be more accurate This include following
steps:Converting frames of videos into greyscale
image

1. Converting frames of videos into greyscale
image

2. Noise Reduction

3. Image Sharpening

6.3. Face Detection

Face Detection is useful in the detection of facial
images. The Viola-Jones face detection algorithm is
a popular method for detecting faces in an image. It
uses a Haar-like feature cascade classifier to detect
faces, which involves the calculation of the dif-
ference in intensity between adjacent rectangular
regions of an image. To find areas where a face
could be present, this procedure is repeated over the
whole picture. Once these areas have been located,
they are further examined to see if a face actually
exists there. This algorithm’s implementation is
included in OpenCV, a well-liked computer vision
library.

6.4. Feature Extraction

Emotica.Al is using CNN for facial feature extrac-
tion. CNNs are known to be very effective in com-
puter vision tasks, and particularly in image classifi-
cation tasks. Here the input images have a resolution
of 48x48 pixels, and that there are 7 emotions that
are being predicted ie. Angry, Disgust, Fear, Happy,
Sad, Surprise, Neutral. Deep learning models are
frequently trained with a batch size of 64, which
facilitates faster training by processing several pic-
tures concurrently. As it helps to guarantee that all
characteristics are on a same size and makes it sim-
pler for the model to learn from the data, standardis-
ing the input data is a typical pre-processing step in
machine learning. Convolutional, pooling, and fully

105



Kumar Bar, Rout and Chaudhuri

Disgust
Fear
Happy
Sad

Surprise
Neutral

2023, Vol. 05, Issue 03 March

‘ Face-Detection

v

Emotion Feature
¢ Classification ‘ Extraction I

FIGURE 1. Steps for classification

connected layers are some examples of the layers
that may be used while building a CNN. Moreover,
each layer’s characteristics, including the quantity
and size of filters, must be supplied. The general
architecture of the CNN is built using these layers
and parameters, which affects how well it completes
the task at hand.

Sequential () - A sequential model in Keras is
a stack of layers that is connected to one another
and may be added one layer at a time using the add
() technique. Up until the final output is created,
each layer’s output serves as its counterpart’s input.
While it is the most basic model type in Keras, it
is nonetheless capable of handling a wide range of
issues, particularly those related to deep learning.

model.add(Conv2D()) - The 2D Convolutional
layer performs the convolution operation which
involves sliding a small window called a kernel over
the input image and multiplying the values in the
kernel with the corresponding values in the input
image, then summing up these values to produce
a single output value. This process is repeated for
each location in the input image, producing a new
output image. The ReLLU activation function sets all
negative values to zero, and leaves positive values
unchanged. This helps to introduce nonlinearity in
the model and is commonly used in deep learning
architectures.

model.add(BatchNormalization()) - It conducts
the batch normalisation process on the inputs to the
following layer so that our inputs are organised into
a certain scale, such as O to 1, rather than being dis-
persed across the model.

model.add(MaxPooling2D()) - MaxPooling is a
type of pooling operation where the maximum value

of a rectangular neighbourhood is taken and used
as the representative value for that neighbourhood.
This helps to reduce the spatial dimensionality of the
data and extract the most important features while
preserving the most prominent patterns. In the cur-
rent model, MaxPooling is being used with a win-
dow size of 2x2 and 2x2 strides to further reduce the
size of the features extracted by the convolutional
layer.

model.add(Dropout()) - As explained above
Dropout is a regularization technique used to pre-
vent overfitting in neural networks. During training,
neurons in the network are randomly deactivated,
or “dropped out,” with a certain probability. This
forces the network to learn more robust features and
reduces the impact of any single neuron. By doing
so, dropout helps prevent the model from relying too
much on any particular feature and reduces overfit-
ting.

model.add(Flatten()) - This just flattens the input
from ND to 1D and does not affect the batch size.

model.add(Dense()) - The Dense layer in
Keras implements the operation: output = activa-
tion(dot(input, kernel) + bias), where dot represents
the dot product between the input tensor and the ker-
nel (weights), and bias is an optional bias vector.
The activation function is applied to the dot product
result. This layer is used for the final classification
or regression prediction in a neural network model.

output = activation (dot(input, kernel) which
means the output layer takes the features learned
by the previous layers and produces the final out-
put, which in this case is a probability distribution
over the possible classes (i.e., the seven emotions in
this case). The activation function used in the output
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layer depends on the task being solved

The model is trained with categorical cross-
entropy which is a common loss function used in
multiclass classification problems with Adam opti-
mizer which is an optimization algorithm that adapts
the learning rate during training, and is often used
as a good general-purpose optimizer. Accuracy is a
commonly used metric to evaluate the performance
of the model during validation, as it provides the per-
centage of correct predictions out of all predictions
made.

6.5. Emotion Classification

Emotion classification is as important as feedback
meant to you. We came across many emotion classi-
fication mechanisms and we chose the best possible
mechanism for this problem. Hence, we are using
a model trained in CNN (Convolutional Neural Net-
work) for this purpose:

model = Sequential()

#1st CNN layer
model.add(Conv2D(128, (24,24),padding = 'same',input_shape = (48,48,1)))
model.add(BatchNormalization())

model.a
model.a

ctivation('relu'))
axPooling2D(pool size = (2,2)))
model.add(Dropout(8.25))

#2nd CNN layer
model.add(Conv2D(512,(12,12),padding = "same'))
add(BatchNormalization())

model.add(Activation( relu”))

axPooling2D(pool_size = (2,2)))
model.add(Dropout (@.25))
#3rd CNN layer

model.add(Conv2D(512,(6,6),padding = "same'))
model.add(BatchNormalization())

model.add(Activation(‘relu’))
model.add(MaxPooling2D(pool_size = (2,2)))

model.add(Dropout (@.25))

#4th CNN layer
model.add(Conv2D(512,(3,3), padding="same'))
model.add(BatchNormali i )

model.add(Activation( relu'))

model.add (MaxPooling2D(pool_size=(2, 2)))

model.add(Dropout(@.25))

FIGURE 2. CNN Layers

6.6. Framework

The Tkinter and Pillow libraries from Python served
as the foundation for this application’s user inter-
face, and Keras was utilised for image processing.
CV2 for camera modules with real-time Al process-
ing of the frames. Specifically for computer vision,
CV2is a library for OpenCV.

The interface is very handy and easy to under-
stand. The application processes the output as the
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model.add(Flatten())

#Fully connected 1st layer
model.add(Dense(512))
model.add(BatchNormalization()
model.add(Activation('relu"))
model.add(Dropout(@.25))

# Fully connected layer 2nd layer

model.add(Dense(512))

model.add(BatchNormalization())

model.add(Activation('relu’))
model.add(Dropout(9.25))

FIGURE 3. Fully Connected layers

FIGURE 4. Software Interface

emotion class which has highest probability among
them. The emotion gauge dynamically changes the
values for different instances of time.

7. Experimental Results

After generating the model, we then further did a
validation and accuracy check if the model is trained
perfectly or not. Through this rigorous training and
testing we received an accuracy of 76% which is bet-
ter for the purpose this application is serving.

0.750

0,725

0.700

0675

Accuracy

0650

0.625

= Training Accuracy
Validation

0.600

2 4 3 8 10 12 14
Epochs

FIGURE 5. Accuracy and Validation per epoch
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FIGURE 6. Accuracy per epochs

This result is good for commercial purposes as we
don’t need the highest accuracy but enough accuracy
to recognise the emotions to perform the purpose of
the application.

precision recall fl-score  support

Angry 8.84 8.77 .80 180
Disgust a.76 9.63 .69 190
Fear @.69 9.73 8.71 190
Happy 0.82 0.84 .83 100
Neutral 8.74 9.83 8.78 100
Sad a.71 8.75 8.73 100
Surprise 2.80 8.79 B.79 160
accuracy 8.76 700
macro avg 8.76 0.76 08.76 700
weighted avg 08.76 0.76 e.76 700

FIGURE 7. Overall report

Here, the result shows that each of the emotions
are well trained and performed well during testing
and validation. Now, we have an idea how will it
perform against same classes of emotion, we want
to analyse how one class performs against other
classes.

With this confusion matrix we can determine how
it predicted one single emotion against other emo-
tions in terms of similarities and differences or how
many times the model gets confused with the emo-
tions.

8. Conclusions

Emotica.Al has the potential to greatly improve
customer feedback systems by providing real-time
emotion recognition. A 76% accuracy is quite
impressive for a facial emotion recognition model,
especially when dealing with real-time video. With
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Confusion Matrix

Angry 0.05 0 002 001 002 - 0.8

Disgust - 0. 002 001 006 004

_  Fear- 007 005 0.11 0.04

a - 0.5

=

§ Happy - 0.04 0.07 0.02 - 04

= Sad - 002 008 0.06 03
Surprise - 0.02 006 0.04 004 0 -0z

Meutral - 0.04 005 004 004 004

Angry Disgust Fear Happy Sad Surprise Neutral
Predicted Label

FIGURE 8. Confusion Matrix

further refinement, this technology could be an
invaluable tool for businesses looking to gauge cus-
tomer sentiment and improve their overall customer
experience.

Future Scope

The market for Facial Expression Recognition
(FER) technologies is estimated to grow from $19.5
billion in 2020 to $56 billion by 2024.With increase
in deep fake technology and videos, spread of mis-
information is becoming rampant. In 2019, the
Computer Vision Foundation partnered with UC
Berkeley, Google, and DARPA to produce a sys-
tem claimed to identify deepfake manipulations by
analysing facial expressions in the targeted sub-
jects. Those with ASD and other illnesses that
impair their capacity to perceive facial expressions
can benefit from using it. There have been addi-
tional research and initiatives that employ machine
learning to provide tools and interventions to help
with emotion recognition in addition to the one you
provided. For those who have trouble understand-
ing facial expressions, for instance, researchers have
utilised machine learning to teach computers to dis-
cern emotions from speech patterns. Applications
that employ Al to sense emotions and offer indi-
vidualised assistance and feedback to people with
ASD or other problems are also under develop-
ment. Automotive is another industry where emo-
tion detection and recognition technologies are in
high demand. A number of cars trained by machine
learning already have emotion recognition included.
Such systems can understand if a driver is not
looking at the road, is making a hands-on phone
call or if the driver is falling asleep and can give
appropriate alerts/warnings and make changes to
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the autonomous driving system. Emotica.Al can
be a useful tool for HR departments in various
ways. In addition to helping with candidate selec-
tion, it can also be used to assess employee morale
and engagement, and to design policies that bet-
ter align with employees’ needs and preferences.
By analysing facial expressions and other nonver-
bal cues, Emotica.Al can help HR professionals gain
a deeper understanding of employees’ attitudes and
emotions, which can inform decisions about train-
ing, promotions, and other workplace initiatives.
Overall, Emotica.Al has the potential to improve HR
practices and create a more productive and engaged
workforce.
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