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Abstract
Researchers have paid more attention to the field of medicine. Researchers
have found several kinds of factors which leads to human early mortality.
According to the relevant studies, illnesses are brought on by a variety of fac-
tors and heart-related illnesses is one of them. Numerous scholars suggested
unconventional ways to prolong human life and aid medical professionals in
the diagnosis, treatment and management of cardiac disease. Some practical
techniques help the expert make a choice, but every effective plan contains
some drawbacks. The suggested techniques in this paper examines an act of
Decision Tree, Random Forest, XGBoost and Hybrid Model. Based on the
results, we created a hybrid approach to archive data with more precision.

1. Introduction
Medical care is one of the most important issues in
human life. In accordance with WHO recommen-
dations, everyone has a right to a reasonable stan-
dard of health. (Dogan and Tanrikulu) Only a small
portion of deaths from heart diseases are brought
on by natural or medical reasons, the majority of
which is brought about by the diseases slow detec-
tion. (Sarkar et al.) The most recent WHO report
shows that heart disease is spreading. A conse-
quence of this results in 17% of deaths worldwide
each year. Any problem that could make it difficult
for the heart to pump blood is referred to as heart
disease. Any issue that can impair the heart’s abil-
ity to beat and function is referred to as heart dis-
ease. (Verma and Mehta) Diagnoses and early ther-
apy initiation become more difficult to achieve as
the population increases.Over the past 200 years,
researchers have been working to predict cardiac
disorders using a variety of approaches. People

in today’s fast-paced culture desire to live a rich
lifestyle, so they labour tirelessly to earn a lot of
money and enjoy comfortable living. And as a
result, people modify their eating patterns and over-
all way of life, as well as forget to care for them-
selves. (Giri et al.) They get more anxious as a result,
develop high blood pressure and diabetes at an early
age, don’t get enough sleep, and eat anything they
can.

Heart failure can be brought on by several things.
Disease diagnosis is the most significant component
of healthcare. (Almaw and Kadam) The early stages
of cardiac disease require an automated method to
forecast and detect the condition, its cause, and a
treatment strategy.With the use of this contemporary
technology, professionals will be able to spot dis-
eases more promptly, and individuals will be able to
assess their own health status. (jatav and Sharma)

Data mining techniques can be quite helpful for
understanding and analysing huge amounts of data.
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Data is extracted, and decisions are made on what
to do with it future. The most popular data mining
techniques include clustering, association and clas-
sifications. There are many different algorithms that
can be used to implement these data mining tech-
niques. (Wu et al.)

The most important conclusion of data analytics
in the healthcare and medical field is enhancing the
accuracy of the models. (Sumalatha and R) In order
to categorise a dataset into different data classes, we
use the classification technique which is a super-
vised learning method. The dataset is then split
into two parts, known as the train-test split, with
20% of the dataset serving as a test set to evalu-
ate the model’s accuracy and correctness and 80%
of the dataset serving as a training set to train our
proposed model. Because there aren’t enough pro-
fessionals and a lot of instances are being misdiag-
nosed, a quick and efficient detection system needs
to be developed. (Patel and Choudhary)

Researchers were motivated by the implemen-
tation of a variety of machine learning approaches
to predict the likelihoods of developing heart dis-
ease. (Youzhi) In this research, we created a hybrid
model employing machine learning algorithms in
order to improve classification performance. Here
we improve the accuracy by combining different
machine learning algorithms. (Janardhanan, L., and
Sabika)

2. Methodology

The main goal of machine learning algorithms
which are a subset of artificial intelligence, a new
technology that is used to develop systems that can
draw on their past knowledge and predict future
events. It builds a model by training machine learn-
ing algorithms on a training dataset. (Amitchhabra
and Gaganjotkaur)

The model forecasts a heart attack using the new
input data. By identifying previously unknown pat-
terns in the provided dataset, machine learning pro-
duces models that can accurately predict results for
fresh datasets. Null values are handled using a vari-
ety of approaches once noisy data has been removed
from the dataset. The algorithm is then evaluated
for accuracy by predicting possible cardiac disease
using the revised input analysis. For prediction we
used different machine learning algorithms. The
machine learning techniques that we employed for

FIGURE 1. Decision Tree

our research are covered in depth in the paragraphs
that follow. (Mohan, Thirumalai, and Srivastava)

2.1. Decision tree
A decision tree is a type of flowchart that shows the
stages involved in reaching a decision. It is a kind of
algorithm for data analytics that classifies data using
conditional control expressions. A decision tree has
a single point of origin before branching out in one
or more directions. (Shekhawat, Tiwari, and Patel)
Each branch provides a variety of possible outcomes
that can be paired with a variety of decisions and
unpredictable events to achieve a specific outcome.
Decision trees break down complex data into man-
ageable bits, which is tremendously important for
machine learning and data analytics. They’re often
used in these fields for prediction analysis, data clas-
sification, and regression. Decision trees can deal
with complex data, which is part of what makes
them useful. However, this doesn’t mean that they
are difficult to understand. At their core, all deci-
sion trees ultimately consist of just three key parts,
or ‘nodes’:
• Decision nodes: Representing a decision (typi-

cally shown with a square)
• Chance nodes: Representing probability or

uncertainty (typically denoted by a circle)
• End nodes: Representing an outcome (typi-

cally shown with a triangle)

2.2. Random forest
Random forest is a flexible and user-friendly
machine learning method that typically produces
outstanding results even without hyper-parameter
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FIGURE 2. Random Forest

tuning. It is also one of the most well-liked algo-
rithms due to its simplicity and variety. (Gupta and
Patel)

Random forest is a supervised learning algorithm.
A group of decision trees, typically trained using
the ”bagging” method, make up the ”forest” that
the algorithm creates. The fundamental tenet of
the bagging method is that mixing learning models
enhances the final result.

Random forest’s capacity to be used for classifica-
tion and regression tasks, which make up the major-
ity of modern machine learning systems, is a key
benefit. Since classification is regarded as the foun-
dation of machine learning, let’s examine random
forest in classification. (Menaria, Nagar, and Patel)

The hyperparameters of a decision tree and a bag-
ging classifier are almost identical to those of a ran-
dom forest. Thankfully ,you don’t have to combine
a decision tree and a bagging classifier; you can use
the classifier-class of random forest instead. You
may manage regression problems with random for-
est by using the algorithm’s regressor.

Below you can see how a random forest would
look like with two trees:

2.3. XGBoost
The most commonly utilized machine learning algo-
rithm is XGBoost. Although it is more effective,
Extreme Gradient Boosting (XGBoost) is similar
to the gradient boosting architecture. It contains
both the tree learning algorithm and the linear model
solver. The reason it is speedy is because it can pro-
cess data in parallel on a single system. This makes
XGBoost at least ten times faster than existing gra-
dient boosting implementations. Among the objec-
tive functions it supports are regression, classifica-

tion, and ranking. Additionally known as the regu-
larised version of GBM, XGBoost.Let see a number
of the benefits of XGBoost algorithm:

2.3.1. Regularization:

XGBoost has in-built L1 (Lasso Regression) and L2
(Ridge Regression) regularization which prevents
the model from over fitting. that’s why, Another
name for XGBoost is regularised GBM (Gradient
Boosting Machine) We use the Scikit Learn package
to feed two regularization-related hyper-parameters
(alpha and lambda) to XGBoost. Lambda is used for
L2 regularisation while alpha is used for L1 regular-
isation.

2.3.2. Parallel Processing:

Because XGBoost makes use of multiprocessing, it
is significantly faster than GBM. The model is exe-
cuted over several CPU cores. The Scikit Learn
library uses the n thread hyper-parameter for mul-
tiprocessing. The number of available CPU cores is
represented by a thread. Don’t specify a value for n
thread if you want to make use of all the cores; the
algorithm will make this determination on its own.

2.3.3. Handling Missing Values:

Missing value handling is already included into
XGBoost. When XGBoost runs into a missing value
at a node, it attempts both the left and right split and
learns which method causes a bigger loss for every
node. Then, when applying to the test data, it does
an equivalent.

2.3.4. Cross Validation:

With the help of XGBoost, it is simple to determine
the precise ideal number of boosting iterations to do
in a single run. This is done by allowing users to per-
form a cross-validation at each stage of the boosting
process.

2.3.5. Effective Tree Pruning:

When a GBM encounters a negative loss during
the split, it will cease dividing the node. This
makes the algorithm more greedy. On the other
hand, XGBoost splits up to the maximum depth
given before starting to prune the tree backwards and
removing splits that don’t result in a gain.

3. Proposed process
After analysing every strategy already in use, sev-
eral researchers outlined the many benefits of each
suggested methodology and commented on a num-
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FIGURE 3. Workflow

FIGURE 4. Numerical data uploaded to the
model

ber of limitations that are still connected to prac-
tical approaches and have a significant impact on
how well the techniques function. Some of the main
obstacles include rigidity, which makes developing
a model time- consuming, alternate parameters, and

FIGURE 5. Graph showing the accuracy of dif-
ferent models.

incorrect judgments, among other related problems.
Figure depicts the suggested system’s workflow,

which contains dataset, data preprocessing, data
splitting etc. In the proposed work, we first con-
structed machine learning algorithms using a variety
of useful Python libraries, including pandas, keras,
numpy, and sklearn . Based on the accuracy of
various ML algorithms, we create a hybrid model
employing the techniques that achieve the maximum
accuracy.

4. Experimental results
Briefly described in this section are the study work
carried out by our proposed model’s implementation
phase and outcome analysis. The dataset, imple-
mentation, and performance evaluation metric are
described.

The above figure shows the numerical file data
which is being uploaded to the model. Here we used
label encoding method ,the label encoding is a one
of the pre-processing technique to convert the labels
into a numeric form so as to convert them into the
machine-readable form. It is an important prepro-
cessing step for the dataset in supervised learning.

In the above graph we can observe that the accu-
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racy of hybrid model is some what greater when
compared to the accuracy of other models such as
decision tree, random forest, and XGboost.

The inference from the above experimental result
is that we can increase the accuracy of heart disease
prediction by using the hybrid model.

5. Conclusion
After the brain, the heart is the most crucial organ in
the human body. The leading cause of death among
the numerous causes of mortality is by far heart dis-
ease. It can be challenging to diagnose heart illness
since medical professionals often lack information
and competence about the warning signs of heart
failure.

In our proposed research project, we employed
different machine learning algorithms. After that,
we combined the Extreme Gradient Booster, deci-
sion tree and random forest algorithms to build a
hybrid model. And using our suggested Model, we
were able to get nearly 95.1% accuracy. We hope
that by doing this study, future researchers will be
better equipped to choose their research topics.
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